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ABSTRACT 

What could be an effective and easy way to make predictions given the past data? In this lecture, we will study one of 

the most basic, simple, and popular machine learning algorithms for making predictions: ordinary least squares (OLS) 

regression. We start from a simple motivating example and develop intuitions about how the OLS works. We then go 

deeper to understand the working mechanism behind such an algorithm. We provide probabilistic and geometric 

understandings of this algorithm, based on which we learn when the algorithm would work well and how we can improve 

further. You would be able to customize your own OLS regression to build simple prediction models to approach real-

world problems after taking the lecture. 

BIOGRAPHY 

Yangchen Pan obtained his Ph.D. degree from the University of Alberta last year, under the supervision of Dr. Martha 

White from the University of Alberta and Dr. Amir-massoud Farahmand from the University of Toronto. Before transferring 

to the University of Alberta, he was a Ph.D. student at Indiana University at Bloomington in the United States. He is 

broadly interested in machine learning, focusing on reinforcement learning. His research covers a broad range of topics: 

improving data efficiency of learning algorithms by developing mathematical optimization techniques, mitigating 

catastrophic forgetting by sparse representation, and improving the scalability of reinforcement learning algorithms and 

kernel representations. He has published and reviewed papers at well-known AI/ML conferences. He also serves as a 

reviewer for journals such as the Journal of Machine Learning Research (JMLR) and Transactions on Machine Learning 

Research (TMLR). He won the outstanding reviewer award at NeurIPS 2021 and the top reviewer award at AISTATS 

2022. 
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