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ABSTRACT

As large language models (LLMs) increasingly underpin applications across education, healthcare, finance, and
governance, ensuring their trustworthiness and reliability has become a pressing research frontier. This talk
presents a systematic exploration of LLM safety and societal alignment, centered on two representative studies.
The first focuses on coverage-guided jailbreak detection, which uses neuron activation patterns to find abnormal
model behaviors. This method improves jailbreak detection accuracy, helps prioritize risky test cases, and guides
test case generation for robust model evaluation. The second focuses on logic-based hallucination detection,
which applies logic reasoning and metamorphic testing to spot factual inconsistencies in LLM outputs. The end-
to-end detection framework automatically builds benchmark datasets, verifies answers against trusted
knowledge bases, and detects fact-conflicting hallucinations with minimal human effort. Building on these
foundations, | will outline future directions towards ensuring LLM trustworthiness and reliability, including
developing explainable testing frameworks, conducting empirical studies on LLM bias and its influence on human
behavior, and designing formally verified reasoning mechanisms.
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