SDP Project: Reliability Study of [
Commercial Electrical System V3 Siemmri™

Presented By: Li Linli, Lim Ri hao, Wang Yixiang, Yang Lingxiao, Zhang Xiaoying
Supervisors: A/Prof. Tang Loon Ching, Asst. Prof. Kim Sujin

1. Objectives 2. Problem Description
The team will look into factors affecting reliability of the electrical We propose to improve on the existing system by adopting monitoring
systems currently in use by Company Beta. The team will then propose measures such as trend analysis and control charting to spot and address

possible precautionary measures in addressing some of the critical problems earlier before they can become critical
failure modes
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3B. Problem Reporting
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e Suggest remedial actions for *Once an incident occurs, FMEA table is used as the first step in Root
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3D. Logic Tree and Fault Correction
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