FACILITY DRIFT DETECTION &
PREDICTIVE MAINTENANCE =8 NLS

National University
of Singapore

SDP-Gpé Team Members: Hioe Wesley, Leong Yi Tung, Wang Yiting, Wong Sheng Hao, Yu Yue

Supervising Professor: Associate Professor Chen Nan
Micron Supervisors: Mr Vincent Hong, Mr Chen Zhengfei, Mr Feng Shaoyu

Project Background Current Method by Micron Key Objectives
P ROJ ECT Each sensor may measure different conditions

Shewhart Control Chart
h . .
OVERVIEW sueh as Shewhart Confrol Charl | @l bt petection

0 o E I N' each sensor « Propose efficient statistical methods to

: Problem Description _ Alarm is friggered when detect drifts using multivariate variables
- To develop efficient and effective — O any point is out of the with minimal delay -
: qlgon’rhms to closely monitor the sensor conftrol limits « Efficiently output the drifting sensors and =
: signals and .ﬂC‘Q out abnormalifies : - driffing event time while keeping the false
} observed or diift defected Effective Drawbacks alarm level low :
: _ algorithms ) L . :
I % Drift or prevent Some .poss_|ble indicators that may signal o )
anomaly : _ loss due Pofential drifts are I. It is not sensifive enough fo Predictive Maintenance (PdM) :
. @ to I. Unusual omp!ﬁrude change detect small shifts, which leads to , _ :
s machine 2.  Sudden gradient change delay in detection « To determine the gffechveness of ’(he
= Serious drifts can lead to machine failure Micron currently  implements  Preventive 2. It monitors individual sensors usage of the results given by driff defection
= failure which may cause Maintenance independently  without  the for predictive maintenance oo
: 1. Waferscrap 1. Failures are warded off consideration  of  correlations *  Future exploration and extension from drift
= 2. Significant losses - 2. Perform unnecessary maintenances between sensors detection

DATA

@ PREPROCESSING

The purpose of data preprocessing is to
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